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A discrete probability distribution is said to be uniform if all values of the random 

variable are equally likely. 
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Expected value of a uniform discrete probability distribution 

𝐸(𝑋) = ෍ 𝑥௜  𝑃(𝑋 = 𝑥௜)
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If the values of 𝑥௜  range from 1 to 𝑛, the expected value is: 
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  see demonstration below1 
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1 Let S be the sum of the first n positive integers. 𝑆 = 1 + 2 + 3 + ⋯ + (𝑛 − 1) + 𝑛 

We can also write S in descending order:  𝑆 = 𝑛 + (𝑛 − 1) + ⋯ + 3 + 2 + 1 

We add both expressions of S; we can see that each term pairs with the next and each of these sums is (𝑛 + 1). 

Therefore: 2𝑆 = (𝑛 + 1) + (𝑛 + 1) + ⋯ + (𝑛 + 1) + (𝑛 + 1)ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
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Variance of a uniform discrete probability distribution: 

𝑉𝑎𝑟(𝑋) = 𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ 
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If the values of 𝑥௜  range from 1 to 𝑛, 𝐸(𝑋ଶ) is equal to: 𝐸(𝑋ଶ) =
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2 Let S be the sum of the squares of the first n positive integers. 𝐴௡ = 1ଶ + 2ଶ + 3ଶ + ⋯ + (𝑛 − 1)ଶ + 𝑛ଶ = ∑ 𝑖ଶ௡

௜ୀଵ  

for 𝑛 = 1 𝐴ଵ = 1ଶ = 1 

for 𝑛 = 2 𝐴ଶ = 1ଶ + 2ଶ = 1 + 4 = 5 

for 𝑛 = 3 𝐴ଷ = 1ଶ + 2ଶ + 3ଶ = 1 + 4 + 9 = 14 

for 𝑛 = 4 𝐴ସ = 1ଶ + 2ଶ + 3ଶ + 4ଶ = 1 + 4 + 9 + 16 = 30 

It seems that: ∑ 𝑖ଶ௡
௜ୀଵ =

௡(௡ାଵ)(ଶ௡ାଵ)

଺
 This indeed is true for 𝑛 = 1, 𝑛 = 2, 𝑛 = 3 and 𝑛 = 4, as: 

for 𝑛 = 1 1(1 + 1)(2 × 1 + 1)
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for 𝑛 = 2 2(2 + 1)(2 × 2 + 1)

6
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for 𝑛 = 3 3(3 + 1)(2 × 3 + 1)

6
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6
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for 𝑛 = 4 4(4 + 1)(2 × 4 + 1)

6
=

4 × 5 × 9

6
=

180

6
= 30 

We demonstrate this formula by the method of mathematical induction: we assume it is true for 𝑛, and we demonstrate 

that the formula holds for (𝑛 + 1). 
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𝐴௡ାଵ = 𝐴௡ + (𝑛 + 1)ଶ = ෍ 𝑖ଶ
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Factorising the 2nd term, we obtain: 2𝑛ଶ + 7𝑛 + 6 = (𝑛 + 2)(2𝑛 + 3) = (𝑛 + 2)[2(𝑛 + 1) + 1] therefore: 

𝐴௡ାଵ =
(𝑛 + 1)(𝑛 + 2)[2(𝑛 + 1) + 1]
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So if it is true for 𝐴௡ , then it is also true for 𝐴௡ାଵ. As it is true for 𝐴ଵ, we conclude that it must be true for 𝐴ଶ, so it must 

be true for 𝐴ଷ, so it must be true for 𝐴ସ, so it must be true for 𝐴ହ, and so on. So it must be true for any 𝑛. 
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This section has focused on uniform distributions where the values of 𝑥 are 1 to 𝑛. However, it is 

still quite easy to find the expected value and variance for other uniform distributions where the 

values the distribution takes are consecutive numbers. 

This is because such a distribution is a lateral shift of the uniform distribution where 𝑥 takes the 

values 1 to 𝑛, so the rules  𝐸(𝑋 + 𝑏) = 𝐸(𝑋) + 𝑏  and  𝑉𝑎𝑟(𝑋 + 𝑏) = 𝑉𝑎𝑟(𝑋)  can be applied. 


